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Abstract - The development of good information now 

triggers the use of very broad and very easy to use 

technology. In its development this technology is 

known as Information Technology (IT), where IT is a 

good tool in connecting the giver and recipient of 

information. An example of the application of IT that 

can measure the level of user satisfaction with the 

system is by using sentiment analysis. Measuring the 

level of satisfaction by using this sentiment analysis 

can also be applied in the field of learning. Previous 

research has been conducted to measure the level of 

student satisfaction with the learning process assisted 
by laboratory assistants based on questionnaires. 

However, the assessment of student satisfaction in 

previous studies is said to fail if only limited to 

questionnaires. We propose using sentiment analysis 

to evaluate the learning process for students assisted 

by laboratory assistants. In conducting research 

using the concept of sentiment analysis we use 

logistic regression (LR) and naïve Bayes (NB) 

methods. As for several stages such as: first, 

collecting data about opinions or reviews from 

students whose learning process is assisted by 
laboratory assistants. Second, we will conduct 

training data with both methods. Third, we will make 

conclusions, what methods are best used in 

measuring the evaluation of learning carried out by 

laboratory assistants. The results of this study will 

provide results that NB is a good algorithm in 

evaluating student opinion levels with an accuracy 

value of 80.32%.   
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I. Introduction 
Information plays an important role in an 

organization for the survival of an organization that 

specifically underlies decision making at the tactical 

level and strategic decisions. At present organizations 

are faced with a large amount of information that 

plays an important role in decision making. 

Information technology has a great opportunity value 

in the world of education, the dissemination of 

information is very rapid and very useful for its users. 

Decision-making systems are used in an institution to 
get the best steps in choosing information that will be 

used in development. The development of 

Information Technology is supported by the lives of 

everyone who wants to use it in helping solve 

existing problems. Some layers that use information 

technology as in the education sector, with better 

utilization, the results will be very good. 

 
In developing a very good learning process, this is 

inseparable from the activities of lecturers and 

laboratory assistants who always uphold the concept 

of learning. A university usually requires an 

evaluation of the learning process assisted by the 

lecturer, but in this studies we tried to focus on 

laboratory assistants (aslab). In order to see how far 

aslab understands and is able to convey the material 

given to students. As well as the provision of learning 

materials delivered with the help of laboratory 

assistants (ASLAB) will result in better or less good 

grades. According to Yeh [1] in building the learning 
process carried out by Aslab, it must be based on 

collaboration with participants, so that in the end the 

learning process will succeed. Aslab must be able to 

provide an overview of the knowledge that will be 

given to students, especially if the learning process is 

carried out in the laboratory. There are two things 

that can be seen, the ease and difficulty in the process, 

if students feel they do not understand the material 

presented, aslab will provide good direction or 

generally aslab will guide students slowly (step by 

step) to be able to understand the material provided. 
Added by the opinion of Šumak [2] to build a good 

learning process, aslab to create a study group. The 

purpose of forming this learning group is to make 

students easier to communicate with their members in 

groups and fellow members in the group can also 

provide motivation to other members, so that other 

members can feel the meaning of a learning process 

[3]. Combining from the three previous studies, Islam 

[4] modeled the learning process using the 

Technology Acceptance Model (TAM) method. 

Based on the TAM model, researchers include 

students who understand about the material taught in 
the group whose content participants from the group 

do not understand the material. The researcher then 

measures the evaluation of learning that has been 

done by giving questionnaires to the students. The 

evaluation results obtained can provide information 

to the instructor to what extent the evaluation of the 

learning process has been carried out. 
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Previous research has evaluated the learning process, 

but the evaluation process carried out in previous 

studies only focused on the use of questionnaires. 

Questionnaires are classic or old models in evaluating 

the learning process. Another failure in the 

questionnaire is that it cannot capture information 
about the responses of students during the learning 

process. So according to us, research based on 

questionnaires cannot provide good conclusions 

about the results of evaluation of the learning process. 

The results of evaluations assisted by laboratory 

assistants (aslab) cannot be used as an indicator that 

the learning process is better. We capture information 

that in previous studies did not provide an 

opportunity for students to convey responses in the 

form of opinions to instructors on the learning 

process. In this study we propose to utilize sentiment 

analysis to evaluate the opinions of students on the 
learning process assisted by ASLAB. In utilizing 

sentiment analysis, we need methods that can help 

measure good (positive) responses, negative 

responses (negative) methods are logistic regression 

(LR) and naïve Bayes (NB). 

 

The writing structure of the research proposal is as 

follows: in the second section, we provide 

information about the research that is reflected in the 

research strategic plan. In the third section we 

provide information about the literature review 
(reference) used in helping research writing. In the 

fourth section, we provide information about what 

methods will be used in the study. In the fifth section, 

we provide information about the schedule of 

research to be conducted. 

 

II. Related Word 

 
A system can consist of several subsystems or part 

systems. Components or subsystems in a system 

cannot stand alone independently[1], [2], [15]. 

Components or subsystems interact and interact with 

each other to form a unity so that the goals or 

objectives can be achieved [3], [4]. Information is the 

meaning of relationships and interpretation of data 

that allows someone to make a decision. Information 

is said to be valuable if the information affects the 

decision-making process better. Information system 

is a concept to adopt people, technology, and 

information to develop the decision support system in 
an internal organization[5], [6], [16]. In the process 

of information systems designing the problem of 

optimal information resources distribution in 

computer systems is one of the most paramount tasks. 

Such problems arise upon designing information 

systems on the base of computer systems [7], [8]. 

Analysis is the decomposition of a complete 

information system into its component parts with the 

intention of identifying and evaluating problems, 

opportunities, obstacles, and expected needs so that 

improvements can be concluded. SDLC models 

consist of analysis, design, code, and testing [9], [10]. 
Discussion forums are a good tool in shaping 

communication between students and lecturers. 

Online forum can be used to complement learning 

and teaching, particularly in blended or hybrid 

learning courses[11], [12]. The asynchronous 

discussion forum may contribute to understanding the 

learning content, knowledge construction and student 

achievement. In asynchronous discussion forums, 

students are less involved or not willing to ask their 

peers [13], [14]. 

 

III. Methodology 
 

A. Evaluation Model 

 

In this section we will explain how machine learning 

algorithms classify data. To classify data, machine 

learning algorithm has several stages, opinions pre-

processing, feature extraction, and opinion classifiers. 

Meanwhile, the stages in classifying the data will is 

shown in Figure 4.1. 

 

 

 

 

Figure 1. Classification Model 
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a) Opinion Pre-processing 

 

This section removes some identities from a text, 

where the identity is HTML decoding, remove stop 
words, and remove bad characters in opinion. 

 

b) Feature extraction 

 

To select features, we will extract data from the 

features of student opinion results that will be more 

effective. Then we will analyse and evaluate the 

results of student opinions to identify "feature 

words". To extract this data, we use the term 

frequency inverse document frequency (TF-IDF). 

TF-IDF is a method used to calculate the weight of 

each word that is most commonly used in data 
classification. This method is known to be effective, 

efficient, and easy to use. This method will calculate 

the value of TF and IDF on each data (text) in each 

body. Where is the metric of the TF-IDF especially 

as , where, d describes the 

document to - d, t describes the word in the text - t 

from the keyword, W describes it as weighting the 

document to - t to the word in the text to - t, tf 

describes as the number of words in the text 

searched in the document (W ), while the IDF 

describes the results of the process from 

 

 

c) Opinions classifiers 

 
In this study we will select opinion data for training 

(training) as much as 70% and as much as 30% 

taken as testing data (testing). In classifying data, we 

will do testing for 10 times by utilizing the fold cross 

validation. Fold cross validation is an algorithm used 

in iterating data classifications. Each iteration will 
produce different results, and the results obtained 

from the two algorithms will also be different. 

Following this we will explain the algorithm that we 

use in classifying data. 

 

1) Logistic Regression (LR) 

 
LR is an easy technique commonly used in binary 

and multi class classification. For binary 

classification, Malanga [54] illustrated the 

techniques as: 

 

 (Eq. 1) 
 

where,  is the posterior probability, 

 is presenting the class,  describes the values of 

the feature of ,  represents the test samples, and 

 is the vector of parameters to be predicted. 

Moreover,  is defined as 

the vector of feature values for identifying the 

documents. We are encoding the fact that a 

document included in a class  by a 

K-dimensional vector  

valued 0/1. Where,  and the rest of the 

coordinates are 0. Ndenga et al. [24] describes the 

multinomial logistic regression as a model of the 

conditional probability of the form parameterized 

matrix . To generalize binary 

class to the multi class of logistic regression, in 

every column of  is a parameter vector 

corresponding of the class  . 

Therefore, the multi-label classifier can be 

formalized as follows: 
 

 

 (Eq. 2) 

 
2) Naïve Bayes (NB) 

 

Given the test description of the document 

 of an opinion represented by the vector 

, to classify the 

document d, MNB is defined as: 

 

(Eq. 3) 

 

where,  is a prior probability that a document 

 belongs to class ,  is a number of the features, 

 is the conditional probability that a word 

 occurring in the class ,  is the word feature 

occurred in ,  is the number of frequency count 

of a word  in reporting , and  is the 

class label of  predicted by the classifier [24]. 
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IV. Evaluation 

 

This section will explain the results of the research 

that has been done in evaluating student opinions 

regarding the learning process which is assisted by a 
lab assistant. The results of data classification 

carried out by naïve Bayes and logistic regression 

are then calculated using several techniques, such as: 

precision, recall, F1 and accuracy. Madani, 

explained about precision, recall, F1 and accuracy as 

follows. precision describes the level of accuracy 

between the information requested by the user and 

the answers given by the system. 

 

Table 1 data classification results from logistic 

regression (LR) 

 

Fold (#) 
Accuracy 

(%) 
Recall 

(%) 
Precision 

(%) 
F1 
(%) 

1 80.05 66.41 71.90 69.05 

2 77.49 66.00 72.79 69.23 

3 78.97 71.43 72.41 71.92 

4 82.82 72.03 79.23 75.46 

5 78.72 66.67 77.04 71.48 

6 78.21 67.36 71.85 69.53 

7 80.77 79.26 69.48 74.05 

8 78.72 66.91 71.54 69.14 

9 77.95 79.03 62.03 69.50 

10 81.28 75.52 73.97 74.74 

Average 79.50 71.06 72.22 71.41 

 

From the results obtained from the two methods, it 
can be seen that NB is the best method of classifying 

the data in this study. The accuracy value obtained 

from NB is 80.32% while LR is 79.5% with a 

difference of 8.2%. From the fold (#) value that has 

been done that the smallest result of NB is in the 

second iteration with a value of 77.49%, and the 

highest value is 82.82 in the 4th iteration. 

Meanwhile, the smallest value in LR is in the 2nd 

iteration with a value of 78.77% and the highest 

value is 82.05% in the 4th iteration. The Recall 

value at NB is 76.66% and the value at LR is 

71.06%. with a difference in value of 5.6 
Meanwhile, the value of fold (#) in NB displays the 

lowest result in the 7th iteration with a value of 

75.49%, while in LR is 66% in the second iteration. 

 

Fold (#) 
Accuracy 

(%) 

Recall 

(%) 

Precision 

(%) 

F1 

(%) 

1 81.33 76.00 81.82 73.06 

2 78.77 76.53 83.09 73.14 

3 81.79 77.65 84.14 77.46 

4 82.05 76.90 83.85 75.69 

5 79.74 76.57 86.67 74.76 

6 77.69 76.48 77.78 70.71 

7 82.31 75.49 83.12 78.77 

8 80.00 76.71 78.46 72.34 

9 79.23 77.28 77.85 75.23 

10 80.26 76.99 82.88 75.86 

Average 80.32 76.66 81.96 74.70 

If seen in the 2nd iteration NB displays the results of 

76.53%, then there is a difference of 10.53%, while 

in the 7th iteration LR displays the results of 79.26% 

with a value of 3.77% difference from NB. In the 

precision section, NB displays the results of 81.96% 

and LR 72.22% with a difference in value of 9.74%. 

Whereas in section F1, NB displays the data 

classification results of 74.7% and LR displays the 

results of 71.41% with a difference in value of 
3.29%. based on the results of data classification that 

has been done by both methods, the biggest 

difference in value occurs in precision. In Figure 5.2, 

there are steps in fold (#) in classifying data. 

 

 

Figure 2 Results of fold (#) of two different 

methods 

After classifying student opinion data, then we will 

calculate how much the percentage of positive and 

negative values of student opinion in the learning 

process is assisted by a lab assistant. The results 

obtained were 2512 students gave positive opinions 

(64%) and 1390 students gave negative opinions 

(36%), this can be seen in Figure 5.2. To prove this 

result we will present a portion of the opinions of 

students regarding the learning process which is 
assisted by a lab assistant. 

 
Figure 3. Results of classification of student opinion 

data 
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V. Conclusion 

 

In this study, we utilized 2 methods of machine 

learning, namely naïve Bayes (NB) and logistic 

regression (LR) to classify student opinion data 
during the learning process carried out by lab 

assistants. The results obtained showed results, that 

more than 50% of students expressed positive 

opinions during the learning process, and less than 

40% of students gave negative opinions. The results 

obtained conclude that during the lab assistant 

learning process contributes very well and to correct 

some negative opinions from students, in the future 

we will choose lab assistants who do have the 

knowledge to convey information to students. Then, 

we will continue to evaluate this learning process by 

adding a method that is currently famous, namely 
deep learning. We will do a comparative process 

between machine learning and deep learning; which 

algorithm is the best in classifying student opinion 

data. 
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